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ABSTRACT 
The spread of online misinformation threatens public health, democ-
racy, and the broader society. While professional fact-checkers 
form the frst line of defense by fact-checking popular false claims, 
they do not engage directly in conversations with misinformation 
spreaders. On the other hand, non-expert ordinary users act as eyes-
on-the-ground who proactively counter misinformation – recent 
research has shown that 96% counter-misinformation responses 
are made by ordinary users. However, research also found that 2/3 
times, these responses are rude and lack evidence. This work seeks 
to create a counter-misinformation response generation model to 
empower users to efectively correct misinformation. This objective 
is challenging due to the absence of datasets containing ground-
truth of ideal counter-misinformation responses, and the lack of 
models that can generate responses backed by communication the-
ories. In this work, we create two novel datasets of misinformation 
and counter-misinformation response pairs from in-the-wild social 
media and crowdsourcing from college-educated students. We an-
notate the collected data to distinguish poor from ideal responses 
that are factual, polite, and refute misinformation. We propose 
MisinfoCorrect, a reinforcement learning-based framework that 
learns to generate counter-misinformation responses for an input 
misinformation post. The model rewards the generator to increase 
the politeness, factuality, and refutation attitude while retaining 
text fuency and relevancy. Quantitative and qualitative evaluation 
shows that our model outperforms several baselines by generating 
high-quality counter-responses. This work illustrates the promise 
of generative text models for social good – here, to help create 
a safe and reliable information ecosystem. The code and data is 
accessible on https://github.com/claws-lab/MisinfoCorrect. 

CCS CONCEPTS 
• Computing methodologies → Natural language generation; 
Reinforcement learning. 
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Figure 1: An overview of counter-misinformation response 
generation task. 

1 INTRODUCTION 
Online misinformation reduces trust in vaccines and health poli-
cies [7, 45, 67], leads to violence and harassment [6, 83], questions 
democratic processes and elections [79–81], increases polariza-
tion [85], and harms well-being [96]. Most people receive informa-
tion and news from social media [107], which is often “ground-zero” 
for health misinformation and where misinformation spreads faster 
and farther than truth [45, 100]. COVID-19 vaccine misinformation, 
including false claims that the vaccine causes infertility, contains 
microchips and even changes DNA and genes has fueled vaccine 
hesitancy, reduced vaccine uptake, and prolonged the pandemic. 
Besides, misinformation also causes harms to people directly. For ex-
ample, misinformation that Bill Gates creates vaccines to depopulate 
people led to distrust and verbal attacks [25]. Thus, it is critical to 
curb the spread of online misinformation [13, 28, 46, 49, 57, 111, 119]. 
In this work, we use a broad defnition of misinformation which 
includes falsehoods, inaccuracies, rumors, decontextualized truths, 
or misleading leaps of logic [114]. 

Professional fact-checkers and journalists provide objective fact-
checks for viral claims and release their determination on their 
website, which are incredibly useful to create detection models. 
However, fact-checkers do not actively engage with misinformation 
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