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ABSTRACT

Online misinformation poses a global risk with harmful implica-
tions for society. Ordinary social media users are known to actively
reply to misinformation posts with counter-misinformation mes-
sages, which is shown to be effective in containing the spread of
misinformation. Such a practice is defined as “social correction”.
Nevertheless, it remains unknown how users respond to social cor-
rection in real-world scenarios, especially, will it have a corrective
or backfire effect on users. Investigating this research question is
pivotal for developing and refining strategies that maximize the
efficacy of social correction initiatives.

To fill this gap, we conduct an in-depth study to character-
ize and predict the user response to social correction in a data-
driven manner through the lens of X (Formerly Twitter), where the
user response is instantiated as the reply that is written toward
a counter-misinformation message. Particularly, we first create a
novel dataset with 55, 549 triples of misinformation tweets, counter-
misinformation replies, and responses to counter-misinformation
replies, and then curate a taxonomy to illustrate different kinds of
user responses. Next, fine-grained statistical analysis of reply lin-
guistic and engagement features as well as repliers’ user attributes
is conducted to illustrate the characteristics that are significant
in determining whether a reply will have a corrective or backfire
effect. Finally, we build a user response prediction model to identify
whether a social correction will be corrective, neutral, or have a
backfire effect, which achieves a promising F1 score of 0.816. Our
work enables stakeholders to monitor and predict user responses
effectively, thus guiding the use of social correction to maximize
their corrective impact and minimize backfire effects. The code
and data is accessible on https://github.com/claws-lab/response-to-
social-correction.
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1 INTRODUCTION

Online misinformation undermines public health by diminishing
trust in vaccines and health policies [4, 33, 46], and has been linked
to reduced COVID-19 vaccine uptake [37]. Its impact also extends
to inciting violence [3, 51], and negatively affecting well-being [57].
This situation is exacerbated because misinformation typically
spreads more rapidly and widely than factual information on online
social media platforms [33, 60], making it imperative to curb the
spread of misinformation [12, 22, 34, 35, 39, 71, 78].

To combat misinformation, professional fact-checkers and jour-
nalists provide valuable objective fact-checks to debunk misinfor-
mation [59]. However, their engagement with users is limited [39].
In contrast, ordinary social media users play a proactive role in
combating misinformation through their active engagement includ-
ing their replies, comments, and posts that counter misinformation
posted by others [7, 39, 51, 55, 58, 77]. It finally complements the
efforts of professionals [2, 26, 31], even accounting for 96% of online
counter-misinformation messages [39].

Significantly, recent studies underscore the “social correction” [37,
41] - the practice where ordinary users combat misinformation
claims in a conversational manner by their direct counter mis-
information replies to misinformation posts - which has shown
to be as effective as professional correction, curbing misinforma-
tion spread across diverse topics, platforms, and demographics [6—
8, 15, 20, 37, 50, 61-64, 64, 65, 72]. One example of social correction
is shown in Figure 1.

Nevertheless, little is known about the real-world user response
toward social correction. Understanding such responses is benefi-
cial because i) They serve as a critical signal to indicate the impact of
social correction in real-world scenarios. If some social corrections
are revealed to have corrective effects (e.g., users disbelieve in mis-
information) [13], then additional participants can be encouraged
to provide reinforcements; ii) Instead, If certain social corrections
are found to increase users’ beliefs in misinformation (e.g., back-
fire) [53], targeted efforts can be directed toward improving them.
Such instances can be escalated and prioritized for interventions
by professionals or social media platforms; iii) Responses can also
indicate whether users are entrenched in (counter-)misinformation
echo chambers [17], where their beliefs are reinforced by similar
viewpoints, or if there is a cross-pollination of ideas. This con-
tributes to understanding polarization around certain topics.



